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Definitions
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“Information Extraction refers to the automatic extraction of structured information such as entities, relationships between 
entities, and attributes describing entities from unstructured sources.” 

– (Sarawagi, 2008)

Information extraction (IE)
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Types of Text based Media

1813 - Pride and Prejudice, by Jane Austen 2022 - The Hindu

1995 - Usenet

2013 - Social Media, Eisenstein NAACL-HLT 5

2021 - Internet Relay Chat - Wikipedia 

https://www.gutenberg.org/files/1342/1342-h/1342-h.htm
https://www.thehindu.com/sport/cricket/india-vs-west-indies-1st-odi-in-ahmedabad-on-sunday-february-6-2022/article38388129.ece
https://www.w3.org/History/1995/WWW/MailArchive/webmaster/0045.html
https://aclanthology.org/N13-1037.pdf
https://en.wikipedia.org/wiki/Internet_Relay_Chat


Information extraction tasks

Corpus level

Key-phrase 
extraction

Taxonomy 
construction

Topic modelling

Document level

Classification
•Sentiment
•Hate Speech
•Sarcasm
•Topic
•Spam detection
•Relation Extraction

Token level
Tagging
•Named entity
•Part of speech

Disambiguation
•Word Sense
•Entity Linking
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7Source: https://www.innerdoc.com/periodic-table-of-nlp-tasks/ 

https://www.innerdoc.com/periodic-table-of-nlp-tasks/


Text classification https://github.com/socialmediaie/SocialMediaIE 
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https://github.com/socialmediaie/SocialMediaIE


Sequence tagging https://github.com/socialmediaie/SocialMediaIE 

10/2/2020 9

https://github.com/socialmediaie/SocialMediaIE
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Named Entity Recognition and Disambiguation (NERD)

ML prog. lang 
(Q860654)

machine learning 
(Q2539)

millilitre 
(Q2332346)

Malayalam 
(Q36236) Mali (Q912)

ML …
(8454 other 
entities)

ML prog. lang 
(Q860654)

machine learning 
(Q2539)

millilitre 
(Q2332346)

Malayalam 
(Q36236) Mali (Q912)

ML …
(8454 other 
entities)

Knowledge Base 
(Wikidata)

NER - Named Entity Recognition 

NeurIPS is the biggest ML 
conference. In 2022, it will 
be held in NOLA.

Entity Disambiguation

NeurIPS is the biggest ML 
conference. In 2022, it will 
be held in NOLA.

Candidate Generation

NeurIPS is the biggest ML 
conference. In 2022, it will 
be held in NOLA.

NeurIPS is the biggest ML 
conference. In 2022, it will 
be held in NOLA.



Social Media

Source: Social media - Wikipedia 
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Social Media Traditional Media

“User-generated 
content—such as text posts or 
comments, digital photos or 
videos, and data generated 
through all online interactions — 
is the lifeblood of social media.”

“Social media helps the 
development of online social 
networks by connecting a 
user's profile with those of other 
individuals or groups.”

“Many social media outlets differ from traditional media (e.g., print magazines and 
newspapers, TV, and radio broadcasting) in many ways, including quality, reach, frequency, 
usability, relevancy, and permanence. Additionally, social media outlets operate in a dialogic 
transmission system, i.e., many sources to many receivers, while traditional media outlets 
operate under a monologic transmission model (i.e., one source to many receivers).”

“For instance, a newspaper is delivered to many subscribers and a radio station broadcasts the 
same programs to an entire city.”

https://en.wikipedia.org/wiki/Social_media


However, not all data is unstructured. Many datasets of interest have some inherent structure imposed because 
of the data generating process.

Information extraction from semi-structured data
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Digital Social Trace Data https://shubhanshu.com/phd_thesis/ 

Digital Social Trace Data (DSTD) are digital activity traces generated by 
individuals as part of a social interactions, such as interactions on social 

media websites like Twitter, Facebook; or in scientific publications.

Inspired from Digital Trace Data (Howison et. al, 2011)

13

https://shubhanshu.com/phd_thesis/
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DSTD properties and examples

Property Social Media Scholarly data

Temporal information associated 
with each item of the data

Tweets ordered by time Scholarly papers ordered by time

Presence of connection between 
various data items

User authors tweets, tweet are 
quoted in other tweets

Authors connected to papers, 
papers cite other papers

Optionally associated meta-data 
for data items

Likes, retweets, followers, location Venue, topics, key words
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Challenge of Social Media IE
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Why social media data is challenging?

Social Media text often has a inherent structure, which provides context, e.g. 

● user mentions
● hashtags
● comment threads
● less formally written language
● lot of unseen words
● typos, etc. 
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Language Diversity

Source: https://www.ethnologue.com/guides/ethnologue200 

Source: https://stats.wikimedia.org/EN/Sitemap.htm#comparisons 

Source: 
https://tatoeba.org/eng/sentences/show/657403 
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https://www.ethnologue.com/guides/ethnologue200
https://stats.wikimedia.org/EN/Sitemap.htm#comparisons
https://tatoeba.org/eng/sentences/show/657403


Person
Location
Organization
Product
Other

Named Entity Recognition (NER) on Tweets

19Source: Named Entity Recognition at Scale with Deep Learning Sijun He @SijunHe #TwitterCortex at #ODSCWest2019 

https://sijunhe-blog.s3-us-west-1.amazonaws.com/files/ODSC_West_NER_Slides.pdf


Example of Named Entity Recognition on tweets
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Google Natural Language API

Twitter Specific Model 

SpaCy (Open-source)

Source: Named Entity Recognition at Scale with Deep Learning Sijun He @SijunHe #TwitterCortex at #ODSCWest2019 

https://sijunhe-blog.s3-us-west-1.amazonaws.com/files/ODSC_West_NER_Slides.pdf


NER performance difference

Source: Derczynski, L., Maynard, D., Rizzo, G., van Erp, M., Gorrell, G., Troncy, R., Petrak, J., & Bontcheva, K. (2015). Analysis of named entity recognition and linking for tweets. Information Processing & Management, 
51(2), 32–49. https://doi.org/10.1016/j.ipm.2014.10.006 

21

https://doi.org/10.1016/j.ipm.2014.10.006


Applications

22



Applications of information extraction

Index documents by entities

10/2/2020

DocID Entity Entity type WikiURL

1 Roger Federer Person URL1

2 Facebook Organization URL2

3 Katy Perry Music Artist URL3
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Application of NER: Trends

24Source: Named Entity Recognition at Scale with Deep Learning Sijun He @SijunHe #TwitterCortex at #ODSCWest2019 

https://sijunhe-blog.s3-us-west-1.amazonaws.com/files/ODSC_West_NER_Slides.pdf


Application of NER: Events Detection

25
[Fedoryszak et al., 2019] | Source: Named Entity Recognition at Scale with Deep Learning Sijun He @SijunHe #TwitterCortex at #ODSCWest2019

https://sijunhe-blog.s3-us-west-1.amazonaws.com/files/ODSC_West_NER_Slides.pdf


Application of NER: User Interest

Last Engagements

Twitter (9), India (9), US (7), Pilani (7), NASA (3), 

Linkedin (3), Stanford CoreNLP (2)

BITS Pilani (1)
Person
Location
Organization
Product
Other

26Inspired from Source: Named Entity Recognition at Scale with Deep Learning Sijun He @SijunHe #TwitterCortex at #ODSCWest2019

https://sijunhe-blog.s3-us-west-1.amazonaws.com/files/ODSC_West_NER_Slides.pdf


Datasets
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Where is the data?
● MetaCorpus: A list of curated annotated 

datasets for various social media tasks and 
social media platforms. 
https://github.com/socialmediaie/MetaCorpus 

● MetaCorpus - benchmark:  A selected set of 
datasets which can be used for benchmarking 
multi-task learning or NLP for social media data

28

https://github.com/socialmediaie/MetaCorpus


Tagging data

10/2/2020 29

Super sense tagging

Part of speech tagging

Named entity recognition

Chunking



Classification data

10/2/2020 30

Sentiment 
classification

Abusive content 
identification

Uncertainty indicator 
classification



TweetNERD - End to End Entity Linking 
Benchmark for Tweets
TweetNERD - End to End 
Entity Linking Benchmark 
for Tweets | Zenodo 

Largest dataset for Entity 
Linking for Tweets: 340K 
tweets annotated with 
Mentions and Entities 
Linked to Wikidata. 

31

https://zenodo.org/record/6617192
https://zenodo.org/record/6617192
https://zenodo.org/record/6617192


TweetNERD - End to End Entity Linking 
Benchmark for Tweets

32



TweetNERD - End to End Entity Linking 
Benchmark for Tweets
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Challenges



Key challenges for improving IE performance
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Less data to learn: Multi-task learning to improving 
efficiency

36

Multi-task learning 

Active Learning 

Semi-supervised learning



Rule based Twitter NER Mishra & Diesner (2016). 
https://github.com/napsternxg/TwitterNER

10/2/2020
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Mishra, Shubhanshu, & Diesner, Jana (2016). Semi-supervised Named Entity Recognition in noisy-text. In Proceedings of the 2nd Workshop on Noisy User-generated 
Text (WNUT) (pp. 203–212). Osaka, Japan: The COLING 2016 Organizing Committee. Retrieved from https://aclweb.org/anthology/papers/W/W16/W16-3927/  

https://github.com/napsternxg/TwitterNER
https://aclweb.org/anthology/papers/W/W16/W16-3927/


Evaluating Twitter NER (F1-score) Mishra & Diesner (2016). 

10/2/2020
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Rank TD TDTE

10-types 46.4 47.3

No-types 57.3 59.0

company 42.1 46.2

facility 37.5 34.8

geo-loc 70.1 71.0

movie 0.0 0.0

music artist 7.6 5.8

other 31.7 32.4

person 51.3 52.2

product 10.0 9.3

sportsteam 31.3 32.0

tvshow 5.7 5.7

System Name Precision Recall F1 Score
Stanford CoreNLP 0.526838069 0.453416149 0.487377425
Stanford CoreNLP (with Twitter POS tagger) 0.526838069 0.453416149 0.487377425
TwitterNER 0.661496966 0.380822981 0.483370288
OSU NLP 0.524096386 0.405279503 0.45709282
Stanford CoreNLP (with caseless models) 0.547077922 0.392468944 0.457052441
Stanford CoreNLP (with truecasing) 0.413084823 0.421583851 0.417291066
MITIE 0.340364057 0.457298137 0.390260063
spaCy 0.28426543 0.380822981 0.325535092
Polyglot 0.273080661 0.327251553 0.297722055
NLTK 0.149006623 0.331909938 0.205677171

TwitterNER (with Hege training data) 0.657213317 0.413819876 0.507860886
TwitterNER (with W-NUT 2017 training data) 0.675307842 0.404503106 0.505948046
TwitterNER (with Finin training data) 0.598086124 0.388198758 0.470809793

TwitterNER (with W-NUT 2017 and Hege training 
data)

0.652276759 0.42818323 0.51699086

Source: 
https://blog.maxar.com/earth-intelligence/2017/named-entity-recognition-for-tw
itter
Code: https://github.com/humangeo/twitter-ner-eval 

System Name Precision Recall F1 Score

https://blog.maxar.com/earth-intelligence/2017/named-entity-recognition-for-twitter
https://blog.maxar.com/earth-intelligence/2017/named-entity-recognition-for-twitter
https://github.com/humangeo/twitter-ner-eval


Multi-task-multi-dataset learning Mishra 2019, HT’ 19

39

MTL – Multi task Stacked 
(Layered)

MD – Multi-dataset
MTS – Multi task Shared

S - Single

Shubhanshu Mishra. 2019. Multi-dataset-multi-task Neural Sequence Tagging for Information Extraction from Tweets. In Proceedings of the 30th ACM Conference on Hypertext 
and Social Media (HT '19). ACM, New York, NY, USA, 283-284. DOI: https://doi.org/10.1145/3342220.3344929 

https://doi.org/10.1145/3342220.3344929


Evaluating MTL models Mishra 2019, HT’ 19

10/2/2020
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Super sense tagging (micro 
f1)

Part of speech tagging (overall 
accuracy)

Named entity recognition (micro 
f1)

Chunking (micro 
f1)

Shubhanshu Mishra. 2019. Multi-dataset-multi-task Neural Sequence Tagging for 
Information Extraction from Tweets. In Proceedings of the 30th ACM Conference 
on Hypertext and Social Media (HT '19). ACM, New York, NY, USA, 283-284. DOI: 
https://doi.org/10.1145/3342220.3344929 

https://doi.org/10.1145/3342220.3344929


Training Mishra 2019, HT’ 19

● Sample mini-batches from a 
task/data

● Compute loss for the mini-batch
● Individual loss is the log loss for 

conditional random field
● Update the model except the Elmo 

module
● During an epoch go through all 

tasks and datasets
● Train for a max number of epochs
● Use early stopping to stop training

● Models trained on single datasets 
have prefix S

● Models trained on all datasets of 
same task have prefix MD

● Models trained on all datasets 
have prefix MTS for multitask 
models with shared module, and 
MTL for stacked modules

● Models with LR=1e-3 and no L2 
regularization have suffix "*"

● Models trained without NEEL2016 
have suffix "#"

10/2/2020 Slide # 41



Label embeddings (POS)

10/2/2020
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• MDMT model learns similarity between labels 
without this knowledge being encoded in the model

• This leads to consistent relationship between similar 
labels across datasets



Label embeddings (NER)

10/2/2020
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• MDMT model learns similarity between labels 
without this knowledge being encoded in the model

• This leads to consistent relationship between similar 
labels across datasets



Label embeddings (chunking)

10/2/2020
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• MDMT model learns similarity between 
labels without this knowledge being 
encoded in the model

• This leads to consistent relationship 
between similar labels across datasets



Label embeddings (super-sense tagging)

10/2/2020
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• MDMT model 
learns similarity 
between labels 
without this 
knowledge 
being encoded 
in the model

• This leads to 
consistent 
relationship 
between similar 
labels across 
datasets



Label embeddings (super-sense tagging)

10/2/2020
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• MDMT model 
learns similarity 
between labels 
without this 
knowledge 
being encoded 
in the model

• This leads to 
consistent 
relationship 
between similar 
labels across 
datasets



Sentiment classification results 
https://github.com/socialmediaie/SocialMediaIE   

10/2/2020
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https://github.com/socialmediaie/SocialMediaIE


10/2/2020
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Uncertainty 
indicators 

Abusive content 
identification

https://github.com/socialmediaie/SocialMedia
IE

https://github.com/socialmediaie/SocialMediaIE
https://github.com/socialmediaie/SocialMediaIE


Label 
embedding
s

10/2/2020
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https://github.com/socialmediaie/SocialMediaIE

• MDMT model learns 
similarity between 
labels without this 
knowledge being 
encoded in the model

• This leads to 
consistent 
relationship between 
similar labels across 
datasets

https://github.com/socialmediaie/SocialMediaIE
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Mishra, S., Prasad, S. & Mishra, S. Exploring Multi-Task Multi-Lingual Learning of 
Transformer Models for Hate Speech and Offensive Speech Identification in 
Social Media. SN COMPUT. SCI. 2, 72 (2021). 
https://doi.org/10.1007/s42979-021-00455-5 

Code: https://github.com/socialmediaie/MTML_HateSpeech 

https://doi.org/10.1007/s42979-021-00455-5
https://github.com/socialmediaie/MTML_HateSpeech


Less languages to learn: Multilingual learning to improve 
coverage

51
Table Source: Ramy Eskander, Peter Martigny, Shubhanshu Mishra. Multilingual Named Entity Recognition in Tweets using Wikidata in WeCNLP 2020

NER trained on tweets using Multilingual Word Embeddings and BiLSTM

https://www.youtube.com/watch?v=GPFKnLAwmAc


Less languages to learn: Multilingual learning with lang 
families

52
Table Source: Ramy Eskander et. al. Towards Improved Distantly Supervised Multilingual Named-Entity Recognition for Tweets (To appear at MRL EMNLP 2022)
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Multilingual transformer models for hate and abusive speech

https://github.com/socialmediaie/TRAC2020 

https://github.com/socialmediaie/TRAC2020


Multilingual Language Model Pretraining

54

● NER: 37% relative 
improvement in F1. 

● Sentiment: 12% relative 
improvement in F1.

● UD POS: 6.7% relative 
improvement in accuracy.



Improving sentiment classification using user and tweet metadata
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Tweet:
• Text

• Sentiment
• # of URLs, Hashtags, Mentions
• Created at
• Retweets
• Replies
• Is reply or quote?
• User:

• Created at
• # Followers, Friends, Statuses
• Is verified or has profile URL?

What we use

What we discard

Twitter Sentiment Corpora
• Are our corpora biased to certain 

meta-data attributes?
• Can those biases propagate into 

systems trained on these corpora?
• How correlated are these 

meta-data features with the 
annotated sentiment?

• Do these correlations hold outside 
of the annotated data for the same 
users?

• Can sentiment classifiers exploit 
this bias to do well on these 
datasets?

Sentiment is usually identified as 
positive, negative, and neutral. 

Mishra, S., & Diesner, J. (2018, July 3). Detecting the Correlation between Sentiment and User-level as well as Text-Level Meta-data from Benchmark Corpora. Proceedings of the 29th 
on Hypertext and Social Media. HT ’18: 29th ACM Conference on Hypertext and Social Media. https://doi.org/10.1145/3209542.3209562 

Less context to learn: Include tweet context

https://doi.org/10.1145/3209542.3209562


Less context to learn: Include tweet context: LMSOC
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Vivek Kulkarni, Shubhanshu Mishra, and Aria Haghighi. 2021. LMSOC: An Approach for Socially Sensitive Pretraining. In Findings of the Association for Computational Linguistics: EMNLP 2021, 
pages 2967–2975, Punta Cana, Dominican Republic. Association for Computational Linguistics.

https://aclanthology.org/2021.findings-emnlp.254
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Use non-textual units in social media posts

Jinning Li, Shubhanshu Mishra, Ahmed El-Kishky, Sneha Mehta, and Vivek Kulkarni. 2022. NTULM: Enriching Social Media Text Representations with Non-Textual Units. 

In Proceedings of the Eighth Workshop on Noisy User-generated Text (W-NUT 2022), pages 69–82, Gyeongju, Republic of Korea. Association for Computational 

Linguistics.

https://aclanthology.org/2022.wnut-1.7


Bias of ML systems
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Bias in Natural Language Processing
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Source: Sun, Tony, Andrew Gaut, Shirlyn Tang, Yuxin Huang, Mai ElSherief, Jieyu Zhao, Diba Mirza, Elizabeth Belding, Kai-Wei 
Chang, and William Yang Wang. "Mitigating gender bias in natural language processing: Literature review." DOI 
10.18653/v1/P19-1159 (2019).

http://dx.doi.org/10.18653/v1/P19-1159


NER Bias

60

● White male names have the highest 
accuracy across models while 
black female names have the 
lowest

● For ELMo model muslim female 
names have the lowest accuracy, 
while white female names have the 
highest accuracy

Mishra, S., He, S., & Belli, L. (2020). Assessing Demographic Bias in 
Named Entity Recognition. ArXiv, abs/2008.03415.



Thank You

More details: 

● https://socialmediaie.github.io/tutorials/
● https://socialmediaie.github.io/ 
● Contact: https://twitter.com/TheShubhanshu 
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https://twitter.com/TheShubhanshu

